Materials Availability Expands the Opportunity for Large-Scale Photovoltaics Deployment
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Solar photovoltaics have great promise for a low-carbon future but remain expensive relative to other technologies. Greatly increased penetration of photovoltaics into global energy markets requires an expansion in attention from designs of high-performance to those that can deliver significantly lower cost per kilowatt-hour. To evaluate a new set of technical and economic performance targets, we examine material extraction costs and supply constraints for 23 promising semiconducting materials. Twelve composite materials systems were found to have the capacity to meet or exceed the near-term cost reductions for material systems like copper indium gallium selenide (CIGS) and cadmium telluride (CdTe). Quantifying material cost and the availability of these semiconductor materials has changed the PV landscape, offering exciting near-term cost reductions for material systems like copper indium gallium selenide (CIGS) and cadmium telluride (CdTe).

Introduction

An affordable electricity supply is essential for meeting basic human needs, and yet 30% of the world population remains effectively without reliable or sufficient electricity (1). With forecasts of over 30 TW (10^{12} W) of new power needed by 2050, the carbon emissions associated with the expansion, or even continuation, of current fossil-fuel-based electricity generation would make maintaining atmospheric CO_{2} concentrations near their current levels of 379 ppm an insurmountable challenge (1–3). Solar photovoltaics (PV) are frequently cited as a promising but an economically unrealistic large-scale supply option for a low-carbon future (4). By one recent estimate, the U.S. could achieve 69% of electricity and 35% of total energy consumption by 2050 entirely with existing PV technologies but may require almost half a trillion dollars in subsidies (5). Even with current PV module production at 3,800 MW/year, it remains less than 3% of all new generation capacity (6). How realistic is a future where solar PV amounts to a significant fraction of generation (5, 7, 8)? To be a viable alternative to fossil fuels, PV must expand dramatically and form a new, far larger industrial sector.

Background

A typical polycrystalline silicon PV cell produces electricity, amortized over a 20 year lifetime, at above 20¢/kWh (variations in insolation may lead to costs as low as 16¢/kWh) with life-cycle carbon emissions as low as 32 g CO_{2}/kWh (9, 10). This is more than twice the average cost of the two fastest growing alternatives, namely, wind at 4–10¢/kWh (∼20 g CO_{2}/kWh) and natural gas at 5–7¢/kWh (∼400 g CO_{2}/kWh) (6, 9). Lifetime costs of PV-generated electricity are the summation of module, balance of systems (BOS), and operation management (OM) costs. Recent estimates show BOS and OM costs declining at over 5% per year, whereas module costs vary with the market fluctuations of material feed stocks. Today, modules represent ∼54% of the total installed cost for existing PV technologies, notably mono- and polycrystalline silicon, where silicon processing is estimated to be ∼85% of the energy input of the finished module (10–13). Aggressive development of nonsilicon-based PV materials has changed the PV landscape, offering exciting near-term cost reductions for material systems like copper indium gallium selenide (CIGS) and cadmium telluride (CdTe). Quantifying material cost and the availability of these and other emerging material systems provides a critical metric to guide future research and development decisions toward a greatly expanded solar cell industry of the future.

Forecasts of the future costs of vital materials have a high-profile history. In 1980, Paul Ehrlich and Julian Simon made a public wager on the future price change of chrome, copper, nickel, tin, and tungsten (14). Ehrlich and his colleagues wagered a total of $1000, or $200/metal. In 1990, as Simon had predicted, the inflation-normalized price of all five metals had dropped to ∼$430 because cheaper plastics and ceramics replaced more costly metals, lowering demand and subsequently the price of those metals (14). Today, however, that basket of five metals is now valued at over $1500. Continued demands for higher-purity and thus valued materials have been the driver of this reversal of the initial Ehrlich–Simon wager (15–19). For example, the average quality of copper ore has gone from 2.4% to 1% in the last 100 years. The fraction of recoverable zinc that has already been placed in use is 19%, and indium, a secondary metal byproduct of zinc mining, has seen its price increase 400% in the past five years due to an increase in demand from the digital display market (20, 21). Here, we explore such material limits for PV expansion by examining the dual constraints of material supply and least cost per watt for the most promising semiconductors as active photogenerating materials.
Methods

Model Overview. We developed a model to evaluate the maximum annual electricity contribution from 23 potential photovoltaic materials. We consider single junction limits for all 23 inorganic semiconductors as active photogenerating materials. We do not evaluate the role these materials could play for future deployment. Calculated values for all 23 compounds evaluated are shown. The range of costs is between 0.327¢/W for Ag2S and 0.000002¢/W for FeS2. While the actual dollar figure per watt for material extraction will appear small compared to the entire cost of an installed PV system, the cost of processing the material for PV grade applications is a larger cost contributor and should be evaluated further.

FIGURE 1. Annual electricity production potential for 23 inorganic photovoltaic materials. Known economic reserves (also known as Reserve Base) and annual production are taken from the U.S. Geological Survey studies. Total U.S. and worldwide annual electricity consumption are labeled on the figure for comparison.

FIGURE 2. Minimum $/W for 23 inorganic photovoltaic materials. Component cost contribution in $/W is a strong indicator of value for future deployment. Calculated values for all 23 compounds evaluated are shown. The range of costs is between 0.327¢/W for Ag2S and 0.000002¢/W for FeS2. While the actual dollar figure per watt for material extraction will appear small compared to the entire cost of an installed PV system, the cost of processing the material for PV grade applications is a larger cost contributor and should be evaluated further.
play in other PV configurations, such as window layers, part of a multijunction stack, or as a dye-sensitized device. Prior work to address maximum electricity potential focused on leading thin film alternatives to crystalline silicon (x-Si), namely, CIGS and CdTe (22–25). In each case, material availability of a particular elemental species emerged as a strong constraint. For example, one such hypothetical analysis demonstrated that a CdTe device with a cell thickness of 2 µm and operating at 10% power conversion efficiency was found to be capable of producing 0.3 TW per year before material scarcity was to become a limiting factor (25). Our results confirm this finding, even when the devices perform close to their maximum theoretical limit, but also reveal several compounds that are not hindered by abundance constraints.

Theoretical Limits for Power Conversion Efficiency (η) and Material Intensity (β) Defined. Model calculations are based on the theoretical limits in both minimum material intensity (β) and maximum power conversion efficiency (η). Minimum material intensity values are defined as the absolute minimum mass of semiconducting material required for achieving a single pass absorption of 85%. These β values are calculated by multiplying the material density by a calculated material thickness (t). Thickness was determined by solving the following integral function for \( I/I_0 \) equal to 0.85 over λ values between 280 nm and the bandgap energy of each material:

\[
\frac{I}{I_0} = \frac{\int_{280nm}^{\text{bandgap}} (\lambda) \, d\lambda - I_0(\lambda)e^{-\alpha(\lambda)t} \, d\lambda}{\int_{280nm}^{\text{bandgap}} I_0(\lambda) \, d\lambda}
\]

where \( I \) is the wavelength-specific intensity of the AM1.5G solar spectrum, \( I/I_0 \) is the fraction absorbed by the material, and \( \alpha \) is the material absorption coefficient (26, 27). Where full absorption data were not available, thickness was estimated on the basis of absorption lengths (1/\( \alpha \)) at representative wavelengths. Performance (η) was taken as 100% of each semiconductor’s theoretical power conversion efficiency limit, also known as the single junction thermodynamic limit based on published energy bandgap values (28–30).

Total Electricity Potential Calculation. Total annual electricity potential \( P \) in terawatt hours (TWh) is calculated by the following equation:

\[
P = \frac{I \cdot \eta \cdot A \cdot C \cdot H}{\beta \times 10^{12}}
\]

where \( I \) is the solar spectrum intensity taken as a global air mass index (AM1.5G) of 1000 W/m², \( A \) is the annual production per mineral in metric tons, \( C \) is the capacity factor for operation taken at 20%, and \( H \) is the number of hours per year (21, 31). Material intensity values of \( \beta \) are in units of metric tons per square meter. Because theoretical limits are used for \( \eta \) and \( \beta \) values, resulting \( P \) values are a best-case scenario and may slightly overstate what is actually achievable in industry.

Because commercial PV technologies have already demonstrated lifetimes up to and exceeding 30 years, there is a cumulative production benefit if, in years two and beyond, all of the mined material were again converted into PV devices. To address this, we calculate and show the total electricity potential using known economic reserves as a second measure of an upper limit. Yet, economic reserves...
will vary greatly on current market conditions of supply and demand, making forecasts of future mineral stocks and production rates (A) highly variable and uncertain. Therefore, this analysis remains rooted in comparing all semiconductor compounds’ total PV productivity based on one year of mineral exhaustion.

Cost Model Framework. The focus of our analysis is on mineral abundance, total extraction potential, and extraction cost. A framework for material cost analysis includes mineral extraction and processing costs, where $C_e = C_a + C_p$. The cost of extraction ($C_e$) is given by $C_e = a/g$, and the cost of mineral refining ($C_p$) is given by $C_p = b \cdot \Delta G$, where $a$ and $b$ are constants, $g$ is ore grade or mineral content of the raw ore, and $\Delta G$ is the Gibbs free energy of transforming the mineral into useable metal (32). Material processing costs ($C_p$) are complex and mineral-specific. In most cases, $C_p > C_e$ and may exceed the extraction cost by several orders of magnitude. Due to limited industry experience and data on the costs associated with solar grade processing for non-traditional material systems, $C_p$ values remain uncertain and are omitted from this analysis. While this area deserves further investigation, the $C_p/C_e$ ratio has been proven to be highly uniform for a wide range of minerals examined in this study, and hence exclusion of $C_p$ does not discriminate against any one material system (32–36).

Cost Modeling. Material extraction costs $C_e$ are expressed in cents per watt (¢/W) for each semiconductor compound with $x$ components and are calculated by

$$C_e = \frac{\beta \cdot \eta \cdot \sum_{n=1}^{x} C_n \left[ \sum_{n=1}^{x} \left( \frac{x_n}{M_n} \right) \right]}{\sum_{n=1}^{x} \left( \frac{x_n}{M_n} \right)}$$

where $C_n$ is the mined cost per material $n$ given in cents per kilogram, $x_n$ and $x_m$ are the molar quantities of an individual species in the semiconducting compound, $M_n$ and $M_m$ are the molar masses of an individual species in the semiconducting compound, and $I$ is the solar spectrum intensity taken as a global air mass index (AM1.5G) (21, 31).

Results and Discussion

Abundance and Cost Analysis. We estimated the electricity contribution and cost impact of material extraction to a finished solar module by calculating the maximum TWh and minimum ¢/W of each of the 23 compounds evaluated (Figures 1 and 2). PV materials that could achieve extraction costs lower than x-Si at 0.039¢/W and demonstrate equal or greater electricity production potential versus x-Si include FeS$_2$, Zn$_3$P$_2$, and a-Si (Figure 3). Iron pyrite (FeS$_2$) is significantly more attractive in both cost and availability than all other compounds, whereas several of the leading thin-film technologies like CdTe are not able to meet the large-scale needs. The two materials PbS and NiS are both promising, but outside of a quantum confined system, they will be hampered by disproportionately higher BOS and installation costs due to low power conversion efficiencies. Furthermore, some unusual candidate compounds, like ZnO,
have a high abundance but fail to meet an acceptable limit on cost, and some compounds, like CdS, show favorable cost but a low production potential, making them candidate technologies primarily for niche markets.

**Silicon Comparison.** Its important to compare results of these novel material systems to silicon, the second most abundant element in the earth’s crust at 28% of the lithosphere by mass (37). Despite its abundance, silicon has an annual production that trails that of copper by 145,000 metric tons and a cost of extraction of ~$1.70/kg, as compared to the $0.03/kg for iron (21). This disparity in costs is traced to the energy input of 24 kWh/kg for useable metallurgical-grade silicon from silica (SiO2) as opposed to the 2 kWh/kg for converting hematite (Fe2O3) to iron (31, 32). While both processes are already quite efficient, the Gibbs free energy of processing silica is a fixed thermodynamic barrier that will always be present. Crystalline silicon is further disadvantaged by a weighted photon flux absorption coefficient two orders of magnitude smaller than that for FeS2, thereby requiring a much larger material input to achieve the same absorption properties (26). Our analysis highlights a photovoltaic future that may not be dependent on either silicon technologies or currently popular thin films.

**Power Conversion Efficiency Limits.** The physics and economics of photovoltaic technologies are linked by performance measures. The dominant performance benchmark has been power conversion efficiency (PCE), where an optimum is determined by open circuit voltage (Voc) and short circuit current (Jsc), as given in the relationship P = (VocJscFF)/Pmc, where FF is the material fill factor and Pmc is the incident solar energy. For a single junction PV cell, there is an optimal bandgap of ~1.3 eV that yields a maximum PCE of 33%, as set forth by Shockley and Queisser (28, 30). Large bandgap materials, like ZnO, sacrifice the low-energy wavelength portion of the spectrum, thereby lowering Voc whereas small bandgap materials, like PbS, absorb a broader part of the spectrum but at the expense of lowering the Voc (29). Since the early 1950s, the evolution of the PV industry has favored high-efficiency materials (28, 29). These technologies shaped the market for PV into one of high-value electricity alternatives for remote power and more recently high-value grid-tied electricity. Low-efficiency cell types were not significantly investigated, regardless of cost.

In addition to providing a guide of promising materials to investigate for the large-scale expansion of the PV industry, this analysis also illustrates the opportunity for new manufacturing techniques to increase the total TWh output of promising but relatively more expensive materials by sacrificing per-unit efficiency. To explore this, a two-variable sensitivity analysis between material consumption and performance was performed on x-Si, the dominant technology today (Figure 4). Crystalline silicon at a PCE of 19% and material consumption of ~1 kg/m2 will produce between 103 and 104 times the current global annual electricity consumption. This is annual electricity production based on one year of mineral extraction. Total contribution would increase if annual production were integrated over the entire lifetime of the cell. An equivalent total output is possible with a device at 4% PCE and a material consumption of 0.3 kg/m2. By contrast, FeS2 could achieve between 102 and 103 times the current global annual electricity consumption using the same performance and material assumptions as x-Si.

As stated earlier, low-PCE devices may be hampered by disproportionately high area-related BOS costs. While there exist technology-specific PCE thresholds for achieving a commercially viable PV cell, such thresholds are moving targets and must be considered separately from this analysis. Therefore, these findings point to lower-cost alternatives than traditional thin films, such as nanocomposites or organics, that may sacrifice some performance in order to utilize less material and innovative low-cost processing. Presently, state of the art nanotechnology PV cells fabricated with inorganic materials reach ~3% in PCE but with <300 nm thick films, thereby utilizing far less material than their thin film predecessors (38–41). Both lower cost and faster throughput are the key potential benefits to this new generation of PV devices.
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